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Abstract. We present a novel 3D shape reconstruction method which
learns to predict an implicit 3D shape representation from a single RGB
image. Our approach uses a set of single-view images of multiple ob-
ject categories without viewpoint annotation, forcing the model to learn
across multiple object categories without 3D supervision. To facilitate
learning with such minimal supervision, we use category labels to guide
shape learning with a novel categorical metric learning approach. We
also utilize adversarial and viewpoint regularization techniques to fur-
ther disentangle the effects of viewpoint and shape. We obtain the first
results for large-scale (more than 50 categories) single-viewpoint shape
prediction using a single model without any 3D cues. We are also the
first to examine and quantify the benefit of class information in single-
view supervised 3D shape reconstruction. Our method achieves superior
performance over state-of-the-art methods on ShapeNet-13, ShapeNet-55
and Pascal3D+.

1 Introduction

Reconstructing the 3D shape of objects from 2D images is a fundamental com-
puter vision problem. Recent works have demonstrated that high-quality 3D
shape reconstructions can be obtained from a single RGB input image [4, 7, 10,
33]. In the most straight-forward approach, explicit 3D supervision from ground-
truth (GT) object shapes is used to train a shape reconstruction model [48, 33,
44, 56]. While this approach yields strong performance, GT 3D shape is diffi-
cult to obtain on a large scale. This limitation can be addressed via multi-view
supervision [57,50,58,27,19,23,29,41], in which the learner optimizes a repro-
jection loss over a set of viewpoints. This approach becomes more difficult when
fewer viewpoints are available during training. The limiting case is single-view
supervision, which is challenging due to the well-known entanglement between
shape and pose.? Prior works (see Table 1) have addressed this challenge in two

3 When only a single view of each object instance is available for training, there are an
infinite number of possible 3D shapes that could explain the image under appropriate
camera viewpoints.
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Fig.1: (a) We present the first method to learn 3D shape reconstruction from
single-viewpoint images over multiple object categories simultaneously, without
3D supervision or viewpoint annotations. (b) To facilitate shape learning under
such a challenging scenario, We leverage category labels to perform metric learn-
ing in the shape embedding space. For each category, we learn a shape center.
Then with a given sample, we minimize the distance between its shape embed-
ding and the corresponding category center, while contrasting this distance with
other inter-category distances.

ways. The first approach assumes that the camera viewpoint is known at train-
ing time [28,22]. While this strong assumption effectively reduces entanglement,
it is not scalable as it requires pose annotations.

A second line of attack trains separate models for each category of 3D ob-
jects [20,49, 8,26, 16,15, 60,40, 54]. This single category approach provides the
learner with a strong constraint — each model only needs to learn the “pattern”
of shape and pose entanglement associated with a single object category. This
approach has the disadvantage that data cannot be pooled across categories:
pooling data can be beneficial to tasks such as generalization to unseen cat-
egories of objects (zero-shot [21,62] or few-shot [58]) and viewpoint learning.
For example, tables and chairs have many features (e.g. legs) in common, and a
multi-class reconstruction model could leverage such similarities in constructing
shared feature representations.

We introduce a novel multi-category, single-view (MCSV) 3D shape learning
method, shown in Fig. 1 (a), that does not use shape or viewpoint supervision,
and can learn to represent multiple object categories within a single reconstruc-
tion model. Our method exploits the observation that shapes within a category
(e.g. planes) are more similar to each other than they are to the shapes in other
categories (e.g. planes vs. chairs). We use a shape metric learning approach, il-
lustrated in Fig. 1 (b), which simultaneously learns category shape embeddings
(category centroids denoted as green/blue dots) together with instance shape
embeddings (green/blue triangles) and minimizes the distance between shape
instances and their corresponding category centers (solid arrow) while maximiz-
ing the distance to the other categories (dotted arrow). This method has two
benefits. First, the learned shape manifold captures a strong prior knowledge
about shape distance, which helps to eliminate erroneous shapes that might
otherwise explain the input image. Second, similar shapes tend to be clustered
together, enabling the supervision received by a particular shape to affect its
neighbors, and helping to overcome the limitation of having only a single view-
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point. As a consequence of this approach, we are able to train a single model
on all 55 object categories in ShapeNet-55, which has not been accomplished in
prior work.

Another important aspect of our approach is that we represent object shape
as an implicit signed distance field (SDF) instead of the more commonly used
mesh representation, in order to accommodate objects with varying topologies.
This is an important goal in scaling MCSV models to handle large numbers of
object categories. Specifically, our model (Fig. 1 (a)) takes a single input image
and produces an implicit SDF function for the 3D object shape. In contrast to
mesh and voxel representations, SDF representations create challenges in train-
ing because they are less constrained and require a more complex differentiable
rendering pipeline. A beneficial aspect of our approach is the use of adversarial
learning [16, 60] and cycle-consistency [39,60] for regularization.

In summary, our 3D reconstruction learning approach has the following fa-
vorable properties:

— Extremely weak supervision. We use only single-view masked images with
category labels during training (considered as ‘self-supervised’ in prior works).

— Categorical shape metric learning. We make effective use of class labels
with our novel shape metric learning.

— Single template-free multi-category model. We learn a single model
to reconstruct multiple object categories without using any category-specific
templates.

— Implicit SDF representation. We use implicit SDF's, instead of meshes, to
represent diverse object topologies.

— Order of magnitude increase in object categories learned in a single
model. Due to the scalability of our approach, we are the first to train a
MCSV model on all 55 categories of ShapetNetCoreV2 [2].

— State-of-the-art reconstructions. Experiments on both ShapeNet [2] and
Pascal3D+ [55] demonstrate consistently better performance than previous
methods.

2 Related Work

Single-View Supervision. The body of work that is most closely-related to
this paper are methods that use single-view supervision to learn 3D shape re-
construction with a back-projection loss [20, 49, 8, 26, 16, 15, 6, 60,40, 22, 54, 28].
These works can be organized as depicted in Table 1 and largely differ in their
choice of 1) learning a single multi-category (multi-class) vs multiple single-
category models for reconstruction; 2) shape representation (e.g. implicit SDF
vs explicit mesh); 3) known vs. unknown viewpoint assumption. We are the first
to demonstrate the feasibility of single-view, multi-category learning of an im-
plicit shape representation (SDF) under the unknown viewpoint condition via
the use of category labels. We are also the first to provide results on all of the
ShapeNet-55 classes in a single model, an order of magnitude more than prior
works.
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Table 1: Single-view supervised methods for shape reconstruction. For methods
without supervision, they are mainly verified under a limited setting [15] or for
specific objects [54]. K: keypoints, T: category templates, M: masks, m: mesh,
vox: voxel, pc: pointcloud, im: implicit representation.

Model [20] | [49]| [8] |[26]| [6] |[16]|[15]|[60]|[40]| [28] |[54]| [22] | [45] |Ours
Multi-Class Rec.| - - - -l -l - - - - - -l VvV
Supervision |[KMM,TM,T T M|{M M| - |M| M MV| - MVIMV| M
3D Rep. m | m|m|mlvox[vox m |m [pc|im | d | m | m | im

Within this body of work [22,28,60] and the concurrent work of [45] are
the most closely related. Kato et. al. [22] (VPL) and Simoni et. al. [45] are
the only prior works to address multi-category shape learning with a single
model, but both assume access to ground truth (GT) viewpoint and use mesh
representations. Similar to our work, Ye et. al. [60] do not use viewpoint GT, but
they train one model for each object category. Further, their mesh prediction is
refined from a low-resolution voxel prediction by optimizing on each individual
sample. The latter is less efficient than feedforward models and can potentially
harm the prediction of concave shapes or details. In contrast with [23, 45, 60] we
use an implicit shape representation. Further, as shown in Table 1, some earlier
approaches use fixed meshes as deformable shape templates. In contrast with
implicit functions, meshes with fixed topology restrict the possible 3D shapes
that can be accurately represented.

Lin et. al. [28] is the only prior work to use an implicit SDF representation
for single view supervision, and we adopt their SDF-SRN network architecture
and associated reprojection losses in our formulation. This work trains single-
category models and assumes that the camera viewpoint is known, whereas one
of the main goals of our work is to remove these assumptions and to demon-
strate that the unconstrained SDF representation can be successful in the multi-
category, unknown viewpoint case. We consistently outperform a version of SDF-
SRN modified for our setting in Table 2, which highlights our innovations.

Shape Supervision. Prior works on single image 3D reconstruction with ex-
plicit 3D geometric supervision have achieved impressive results [4, 7,10, 33, 56].
However, the requirement of 3D supervision limits the applicability of these
methods. To overcome this, subsequent works employ multi-view images for su-
pervision. The use of image-only supervision is enabled by differentiable ren-
dering, which enables the generation of 2D images/masks from the predicted
3D shape and the comparison to the ground truth reference images as supervi-
sion. These methods can be grouped by their representation of shape, including
voxels [57,50, 58], pointclouds [27,19], meshes [23,29] and implicit representa-
tion [41]. In contrast to these works, we allow only a single image per object
instance in the training dataset.

Category Information. Few prior works have explored using category-specific
priors for few-shot shape reconstruction [51,34], where they assume voxel tem-
plates are available for each category. Our method uses category priors for shape
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Fig.2: Approach Overview. Given the input image, the encoders E and V'
predicts the shape s and texture t codes and viewpoint v. The hypernetwork
H takes both latent codes and outputs the parameters 8g, O of the implicit
functions fg and fr. These functions are sampled with learnable ray tracer R
to render the image with the predicted viewpoint v and thus to compute the
reconstruction loss. We also render an extra image from a random viewpoint for
adversarial and viewpoint regularizations. Our shape metric learning technique
is performed over the shape latent code.

reconstruction, but by only leveraging the significantly weaker supervision of cat-
egory labels.

Deep Metric Learning. To harness shape learning with category labels, our
method also shares ideas with metric learning. The key idea of metric learning is
to learn an embedding space where similar instances are together and dissimilar
instances are far according to some distance metric. This paradigm has shown
success in self-supervised [3,13] and supervised [24] learning, as well as many
downstream tasks e.g. person re-identification [17]. We use the idea of metric
learning for single-view shape reconstruction and demonstrate its effectiveness
for the first time.

3 Approach

Given a collection of n images concatenated with their masks {I; € RF>*wx4yn
and class labels {y; € {0,1,--- ,c}}, our goal is to learn a single-view 3D re-
construction model without any 3D, viewpoint, or multi-view supervision. In
contrast to most existing work, we learn a single network that works across all
object categories. We represent shape using an implicit shape representation
function fg : R® — R, a multi-layer perceptron (MLP) that maps 3D coor-
dinates to signed distance function (SDF) values s € R. Following a standard
framework for learning 3D shape via differentiable rendering, our model first
infers shape, texture and viewpoints from the input images, which are then
rendered into images. The rendered image is then compared to the input im-
age, providing a training signal for model learning. However, in our challenging
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multi-category setting, without viewpoint or 3D supervision, providing super-
vision only by comparing the rendered image and input images of the object
results in poor performance. To mitigate this, we propose a set of regularization
techniques which improves reconstruction quality and stabilizes model training.
We first present an overview of different modules of our approach in Section 3.1,
and then introduce our category-based shape metric learning in Section 3.2. Fi-
nally, we present other regularization methods in Section 3.3. Implementation
details and license are described in the appendix.

3.1 Network Overview

Our model is trained in an end-to-end manner and can be decomposed into four
main network modules (Fig. 2).

Image encoder. The image encoder E maps an image with mask channel
I € RPwx4 ¢4 g latent shape vector s € R for the downstream shape predictor,
and a latent texture vector ¢ € R! for texture predictor.

Shape and texture prediction module. Following the design of hypernet-
works [11, 28], the shape and texture prediction module uses latent codes s and
t to predict the parameters of shape and texture implicit functions fg and fr
that map 3D query points  to SDF and texture predictions:

95,0'11 — H(S,t;aH) (1)
fs : (xz;0s) — SDF prediction (2)
f1 : (; 1) — Texture prediction (3)

fs and fr are MLPs with predefined structure and parameters estimated by
the hypernet H with parameters @ .

Viewpoint prediction module. In our model, the viewpoint is represented as
the trigonometric functions of Euler angles for continuity [1], i.e. v = [cos~y, sin ]
with 4 denoting 3 Euler angles. The viewpoint prediction network V' (I;8v )
predicts the viewpoint v € RS of the object in the input image I with regard
to a canonical pose (can be different from the human-defined canonical pose),
where Oy, are the learnable parameters.

Differentiable renderer. We use an SDF-based implicit differentiable ren-
derer from [28] which takes the shape, texture and the viewpoint as inputs
and renders the corresponding RGB image. Formally, we denote it as a func-
tional, R(fs, fr,v;0r), which maps shape SDF, texture implicit function and
the viewpoint into 2D RGB image with an alpha channel, in R?***4_ The ren-
derer itself is also learnable with O parameters. Note that as the renderer in [28]
cannot render masks, we modify it to render an extra alpha channel from SDF
field following [59].

Before we describe different regularizations, we briefly discuss the major chal-
lenge in learning our model. During training, the only supervision signals are the
input images and the masks of the objects. The common approach is to minimize
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a reconstruction loss via differentiable rendering?
Lrecon = HI_R(.fS7fT7v;0R)H§~ (4)

This learning scheme works well with multi-view supervision [41], or even single-
view images with viewpoint ground truth [28]. However, when there is only
single-view supervision without viewpoint ground truth, this is significantly more
difficult. There are infinite combinations of shapes and viewpoints that perfectly
render the given image, and the model does not have any guidance to identify the
correct shape-viewpoint combination. To tackle this problem, we utilize category
labels to guide the learning of shape via metric learning. We also make use
of other regularizations including adversarial learning and cycle consistency to
facilitate learning.

3.2 Shape metric learning with category guidance

Our novel shape metric learning approach is the key ingredient that enables us
to train a single model containing 55 shape categories. The key idea is to learn a
metric which maps shapes within the same category (e.g. chairs) to be close to
each other, while mapping shapes in different categories (e.g. planes vs. chairs)
to be farther apart. This approach leverages qualitative label information to ob-
tain a continuous metric for shape similarity, resulting in two benefits. First, the
shape manifold defined by the learned metric constrains the space of possible
3D shapes, helping to eliminate spurious shape solutions that would otherwise
be consistent with the input image (see Fig. 3 (a) for an example). Second, the
shape manifold tends to group similar shapes together, creating a neighborhood
structure over the training samples. For example, without category guidance it
can be difficult for the network to learn the relationship between two images of
different chairs captured from different, unknown, camera viewpoints. However,
with the learned shape manifold these instances are grouped together, facilitat-
ing the sharing of supervisory signals from the rendering-based losses. A quali-
tative reconstruction comparison in Fig. 3 (a) and t-SNE visualizations of shape
embedding space in Fig. 3 (b) provide further insight into these benefits. Note
that as the image discriminator used for adversarial regularization uses images
and labels as input, category information is still available during training even
without metric learning. Therefore, the current comparison demonstrates the
effectiveness of metric learning for further utilizing category label information.
Formally, for a batch of n images {I;};_,, we extract both shape latent codes
and texture latent codes via an image encoder E. For the i*" sample, we denote
the latent shape code as s; and the category label as y; € C where C is the set
of integer labels. There are two types of losses commonly used for metric learn-
ing: embedding losses [12,53,42] that compare different instances (e.g., triplet

4 Masks are leveraged with additional losses that enforce consistency between the
shape and the input mask. For conciseness, we omit them here and refer readers
to [28] for more details.
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(a) Qualitative comparison (b) t-SNE visualization
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Fig. 3: (a) Category-guided metric learning is beneficial for eliminating erroneous
shapes that can explain input image. In the first view (close to input viewpoint),
both shapes looks plausible and can explain input image. But from another view,
it is clear that our metric-learned shape is more reasonable as a chair, while the
baseline can be closer to a table/nightstand. (b) t-SNE visualization of the shape
embedding space on ShapeNet-55. Category-guided metric learning results in a
more structured representation and facilitates joint learning.

loss), and proxy-based losses [52, 30, 61] which learn parameters representing cat-
egories (e.g. weight vectors in normalized softmax loss or ProxyNCA [38]). As
the embedding losses usually require specific sampling strategies to work well,
we follow the latter for metric learning in this work.

Specifically, for each category we define a learnable category center vector (or
category embedding) {ci};_, and optimize a distance metric so that instances
of the same category are close and instances of different categories are far apart,
as illustrated in the green shaded region of Fig. 2 and Fig. 1(b). We optimize the
following loss between learned shape instance embeddings s and category center
embeddings c:

B emp sz, cyi)/T)
Lmetric = Zl Zkec exp(d(s;,c)/T)’ ®)

where d is a similarity measure and 7 is the temperature. Following normalized
softmax loss [52] we use cosine similarity as a similarity measure,

d(s,c) = 5 C

Isllllell”

The centers are randomly initialized from a uniform distribution and updated
directly through gradient descent. We set temperature 7 to be 0.3 across all our
experiments.

(6)

3.3 Shape and viewpoint regularization

Adversarial regularization. To further facilitate learning, we use adversarial
regularization to ensure that predicted shapes and texture fields will render real-
istic images from any viewpoints in addition to the input view. Given the training
image collection, we estimate the data manifold via an image discriminator. If
the rendered images also lie on the training data manifold, most erroneous shapes
and texture predictions will be eliminated. To achieve this, similar to [16, 60],
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we use a discriminator with the adversarial training [9]. Furthermore, because
our multi-category setting results in a complex image distribution, we condition
our discriminator on category labels for easier training following [37]. While our
work is not the first work to use GANSs for shape learning in general, we believe
it still provides useful new insights by combining adversarial training with un-
constrained implicit representation and class conditioning under our challenging
MCSV setting.

Formally, suppose I ccon = R(fs, fr,v) is the output of the renderer for
estimated shape, texture and viewpoint given an input image. We sample another
random viewpoint v’ from a prior distribution P,(v) and render another image,
Ina = R(fs, fr,v’) from this viewpoint. We match the distribution of I and
Lrecons Irng with adversarial learning as shown in Fig. 2. Specifically, we optimize
the objective L4y, below by alternatively updating our model (the E, H, R,V
networks) and the discriminator D(I;60p)

min max Ly, = E[logD(I)] + E[log(1 — D([Irecon, Irnal))]- (7)

0g,0m.0v.0r 6D

Here, [Irecon, Irnd] is the stack of reconstructed and randomly rendered im-
ages (on batch dimension). For the update step of the reconstruction model, we
follow a non-saturating scheme [9] where we maximize E[log(D([Iecon, Lrnd]))]
instead of minimizing E[log(1— D ([Lrecon Irnd]))]. We also use R regularizer [32)
and spectral normalization [36] to stabilize the training process.

Viewpoint regularization via cycle-consistency. We regularize the view-
point prediction module via cycle-consistency [63], with a similar approach as

the state-of-the-art at self-supervised viewpoint estimation [39] and Ye et al. [60].
However, they both rely on a strong shape symmetry assumptions to facilitate
The key idea of viewpoint regulariza- Shape s Texurefr Random e
tion is that given an image, we require i L “: 2 -
vy ~p, ‘
arbitrary number of images by sampling Fig.4: Viewpoint regularization of
viewpoints with a given shape and tex- ,ur method. With a given shape and
Formally, given shape fs, texture field  or. The viewpoint predictor is then
Jr and a random viewpoint v, we render  gupervised with the randomly sam-
v, = V(I). With the trigonometric func-
tion representation, we maximize the cosine similarity between v, and v, by

the learning and Ye et al. further utilize shape embedding in the cycle. In our
approach, we do not use any such restrictive assumptions, and we only consider
viewpoint itself in this regularization.

that the viewpoint predictor accurately }
predicts the viewpoint of this image. Dif- Random Viegains Eeam

ferent from real images, we can render an

ture. This can be thought of as creating {exture field, we sample a random
pseudo data-label pairs for the viewpoint  viewpoint and render an image as
predictor. the input to our viewpoint predic-
an image I = R(fs, fr,vr). The goal is pled viewpoint, which forms a con-
to minimize the distance between v, and  gistency cycle.
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minimizing
Ecam =1- <'U7' 7vA'r'> =1- <'U7‘ 7V(R(.f5'7 fTa v”')»ﬂ (8)

where (-,-) denotes dot product. In practice, we apply this regularization on
the reconstructed image I,¢con and the randomly rendered image I,.,,4, together
with the viewpoints that render them. This is computationally efficient as both
images are also used in other losses. We use L4, only to train the viewpoint
prediction module, as we stop the gradients to shape, texture and rendering
modules.

4 Experiments

This section presents the empirical findings of applying our method to multiple
synthetic and real datasets, as well as ablations of its individual components.
An additional goal is to quantify the value of category labels in the MCSV
setting. By comparing category label-based supervision with a standard two-
view reconstruction approach, we find that the value of the category label is
approximately equal to 20% of an additional view. See the appendix for details.
Following an overview of the datasets, metrics and baselines, we give results on
synthetic and real data.

4.1 Datasets

For synthetic data we use two splits of the ShapeNet [2] dataset, and for real
data we use Pascal3D+[55].

ShapeNet-13. This dataset consists of images from the 13 biggest categories
of ShapeNet, originally used by Kato et al. [23] and following works learning 3D
shape without explicit 3D supervision [41,28]. 24 views per object are gener-
ated by placing cameras at a fixed 30° elevation and with azimuthal increments
around the object of 15°. Following SDF-SRN [28], we use a 70/10/20 split for
training, validation and testing, resulting in 30643, 4378 and 8762 objects respec-
tively. We use only one view per object instance, which is randomly pre-selected
out of the 24 views for each object.

ShapeNet-55. To create a more challenging setting in comparison to prior
work, we use all of the categories of ShapeNet.v2. This is challenging due to
(1) approximately four times more shape categories; and (2) uniformly sampling
at random the azimuth in the [0°,360°] range and elevation in [20°,40°]. As
a result, the image and shape distributions that the model needs to learn are
significantly more complex. To reduce the data imbalance, we randomly sample
at most 500 objects per category. Like ShapeNet13 we use only one image per
object instance and a 70/10/20 split, with 15031, 1705, 3427 images respectively.

Pascal 3D+. This dataset contains real-world images with 3D ground truth
obtained by CAD model alignment. Its challenges compared to ShapeNet come
from (1) inaccurate object masks that include noisy backgrounds—an especially
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Fig. 5: Qualitative comparison on ShapeNet-13. Our method learns both better
global structures and details on various categories.

difficult setting for adversarial learning; and (2) the viewpoints vary in azimuth,
elevation and tilt, creating challenges because different categories have different
and unknown viewpoint distributions. We combine the commonly used motor-
cycle and chair categories for a total of 2307 images, and as in [28] we use the
ImageNet [5] subset of Pascal3D+ with 1132/1175 images for training/testing.

Evaluation Metrics We use Chamfer Distance (CD) and F-score under dif-
ferent thresholds to evaluate shape reconstruction performance following [28, 10,
47,48]. We use the Marching Cubes algorithm [31] to convert the implicit rep-
resentation to meshes prior to computing the metrics. Shapes are transformed
into camera coordinates for evaluation, see the appendix for details.

Chamfer Distance. Following [41, 28], CD is defined as an average of accuracy
and completeness. Given two surface point sets S and S, CD is given as:

don(51,5:) = 2|5|Z min [z~ y||2+2|5|2 min o=yl (9)

F-score. Compared to CD Wthh accumulates dlstances F score measures ac-
curacy and completeness by thresholding the distances. For a threshold d (F-
Score@d), precision is the percentage of predicted points that have neighboring
ground truth points within distance d, recall is the percentage of ground truth
points that have neighboring predicted points within d. F-score, the harmonic
mean of precision and recall, can be intuitively interpreted as the percentage of
surface that is correctly reconstructed.

4.2 Baselines

There are no directly comparable state-of-the-art methods under our MCSV
setting. Instead, we slightly alter the setting of two recent methods SDF-SRN [28]
and Ye et al. [60] to compare with our model.

SDF-SRN |[28] learns to predict implicit shapes using single images and known
camera poses in training. For comparison purposes, we attach our viewpoint
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prediction module to SDF-SRN and train it across multiple categories simulta-
neously. We compare to SDF-SRN on all datasets.

Ye et al. [60] learns category-specific voxel prediction without viewpoint GT.?
We compare our method with Ye et al. on Pascal3D+.5 For Ye et al., we train
different models for different categories following their original setting and com-
pute the average metric over categories. We use GT masks as supervision for all
experiments.

4.3 ShapeNet-13

We perform experiments on ShapeNet-13 and show quantitative and qualitative
results in Table 2 and Figure 5.

Table 2: Quantitative result measured by CD and F-score on ShapeNet-13. Our
method performs favorably to baselines and other SOTA methods.

Methods F-Score@1.07 F-Score@5.01 F-Score@10.01| CDJ
w/o category 0.1589 0.6261 0.8527 0.520
W/0 Lmetric 0.1875 0.6864 0.8805 0.458
w/0 Leam 0.1837 0.6741 0.8758 0.463
w/0 Lgan 0.1846 0.6437 0.8422 0.532
Ours 0.2005 0.7168 0.8949 0.430
SDF-SRN 0.1606 0.5441 0.7584 0.682

Ablation Study. We first analyze the results of ablating the multiple regular-
ization techniques used in our approach. In Table 2, ‘w/o category’ shows the
results of the model without any category information and ‘w/o Lyetric’ is the
model with GAN conditioning only, by removing the metric learning component.
Comparing them to our full model, we clearly see our metric learning helps utilize
category information in a more efficient way (w/o Lyetric vs Ours). We also see
the benefit of having category information for shape reconstruction tasks (w/o
category vs Ours). We further ablate on our camera (w/o Leqm vs Ours) and
GAN regularization (w/o Lgqn vs Ours) and quantify their value. Our qualita-
tive result verifies these findings as well. We include more quantitative findings
about the value of category labels for shape learning in the appendix.

SOTA Comparison. Comparing with SDF-SRN in Table 2 we see that our
approach improves on the adapted SDF-SRN by a 23.8% (w/o category) and
37.0% (with category, Ours) CD decrease. Qualitatively, our approach captures
both the overall shape topology and details (legs of table in the bottom row)
whereas SDF-SRN fails. These all demonstrated the effectiveness of our proposed
model.

5 Their method has an optional per-sample test-time optimization to further refine
the voxels and convert into meshes. Using the authors’ implementation of this op-
timization did not lead to improved results in our experiments, so we use the voxel
prediction as the output for evaluation.

S Evaluating it on ShapeNet is quite challenging as it requires training numerous
category-specific models with shape alignment for each one.
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4.4 ShapeNet-55

Compared to ShapeNet-13, ShapeNet-55 is significantly more challenging due to
both the number of categories and viewpoint variability. For results see Table 3
and Fig. 6 (a).

Table 3: Quantitative result measured by CD and F-score on ShapeNet-55. Our
method performs favorably to baselines and other SOTA methods.

Methods F-Score@1.07 F-Score@5.01 F-Score@10.07| CDJ

w/o category 0.0977 0.4365 0.6815 0.801

W/0 Lometric 0.1431 0.5758 0.8047 0.620

Ours 0.1619 0.6164 0.8386 0.541

SDF-SRN [28] 0.0707 0.2750 0.4806 1.172
(a) ShapeNet-55 (b) Pascal3D+

AP

Input SDF-SRN  w/o category W/o Loyerric Ours Input Yeetal. SDF-SRN Ours GT Ours GT

Fig.6: Qualitative comparison on ShapeNet55 and Pascal3D+. Our method
learns both better global 3D structure and shape details on various categories.

Ablation Study. On this dataset, we again ablate on the value of category la-
bels and our proposed shape metric learning. Similar to ShapeNet-13, we clearly
see our metric learning method utilizes category information more effectively
than GAN conditioning only (w/0 Lyetric vs Ours in Table 3). Meanwhile, we
demonstrate the huge benefit of having category information for shape recon-
struction on this dataset (w/o category vs Ours, 32.4% CD decrease). This is
much more significant than ShapeNet-13 because ShapeNet-55 has much higher
data complexity, where a better structured shape latent space can be quite bene-
ficial to shape learning. Qualitatively, without category regularization the model
cannot capture even the global shape successfully, whereas without shape metric
learning it only partially succeeds at highly symmetric objects (two vases in Fig-
ure 6 (a)). For others (e.g. bench at row 2) its reconstruction can only explain
the input view. This further strengthen the discussion in Fig. 3 (a), where shape
metric learning can help eliminate erroneous shape predictions.

SOTA Comparison. Comparing with row 4 of Table 3 we see that our approach
improves on the adapted SDF-SRN by 31.6% (without category) and 53.8%
(with category) CD decrease. The significant performance improvement justifies



14 Z. Huang et al.

the effectiveness of our overall framework, as well as the effectiveness of the
categorical shape metric learning. Qualitatively, SDF-SRN collapses and fails to
capture the topology of most inputs, while our method with still demonstrate a
great qualitative reconstruction performance. More qualitative results on various
categories and reconstructed textures are included in the appendix.

4.5 Pascal3D+

We compare our method to SDF-SRN [28] and Ye et al. [60] on Pascal3D+, as
shown in Table 4 and Fig. 6 (b). It is clear that our method outperforms the
SOTA on both metrics, and our metric learning method is critical to the good
performance. We also compare reconstructions qualitatively. As shown in Fig. 6
(b), SDF-SRN collapses to a thin flake that can only explain input images, while
Ye et al. lack some important details. This further verifies the effectiveness of
our proposed methods.

Table 4: Quantitative result measured by CD and F-score on Pascal3D+. Our
method performs favorably to other SOTA methods.

Methods F-Score@1.01 F-Score@5.01 F-Score@10.01| CDJ
SDF-SRN [28] 0.0954 0.4656 0.7474 0.777
Ye et al. [60] 0.1195 0.5429 0.8252 0.625
Ours w/0 Linetric 0.1038 0.5108 0.7799 0.673
Ours 0.1139 0.5460 0.8455 0.580

5 Limitation and Discussion

One limitation is that reconstruction accuracy decreases for some samples with
large concavity. For example, for bowls or bathtubs on ShapeNet-55, our method
cannot capture the concavity of the inner surface. Concavity is hard to model
without explicit guidance, and this can potentially be improved by explicitly
modeling lighting and shading. On the other hand, ShapeNet-55 represents a
class imbalance challenge, where images in different categories range from 40 to
500 images. This makes learning on rare classes difficult.

We also observe a training instability of our model caused by the usage
of adversarial regularization. Meanwhile, we think our shape metric learning
can be further improved by explicitly modeling the multi-modal nature of some
categories. This could be achieved by using several proxies for each category. We
leave this to future work. Please see appendix for more discussion and qualitative
examples on limitations.

6 Conclusion

We have presented the first 3D shape reconstruction method with an SDF shape
representation under the challenging multi-category, single-view (MCSV) setting
without viewpoint supervision. Our method leverages category labels to guide
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implicit shape learning via a novel metric learning approach and additional reg-
ularization. Our results on ShapeNet-13, ShapeNet-55 and Pascal3D+, demon-
strate the superior quantitative and qualitative performance of our method over
prior works. Our findings are the first to quantify the benefit of category infor-
mation in single-image 3D reconstruction.
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A  Overview

This appendix is structured as follows: In Section B we provide more experimen-
tal results on Pix3D [46]; In Section C we empirically quantify the value of using
category labels as opposed to multi-view supervision; In Section D we present
additional SOTA comparison on ShapeNet-13; In Section E we give implemen-
tation and training details for our model; In Section F we discuss the limitations
of our approach and in Section G we present additional qualitative results on
our large-scale ShapeNet-55 renderings.

B Additional Experiments on Pix3D

We additionally evaluate our methods on Pix3D [46]. For Pix3D, we use 4 cat-
egories including bookcase, chair, table and wardrobe. We split the data with a
70/10/20 percentage into training, validation and testing similar to our experi-
ments on ShapeNet. We compare our method to SDF-SRN [28] and Ye et al. [60]
on Pix3D, as shown in Table 5 and Fig. 7. Again, it is clear that our method
outperforms the SOTA methods quantitatively and qualitatively. These results
further verify the effectiveness of our proposed methods.

RIS I

Input Ye et al. SDF-SRN Ours GT
Fig. 7: Qualitative comparison on Pix3D. Our method learns both better global
3D structure and shape details on various categories.
C Quantifying the value of category labels

We further quantify the value of category label for the Multi-Category Single-
View (MCSV) reconstruction task in this section. Our goal is to compare our
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Table 5: Quantitative result measured by CD and F-score on Pix3D. Our method
performs favorably to other SOTA methods.

Methods F-Score@1.07 F-Score@5.01 F-Score@10.01| CDJ
SDF-SRN [28] 0.1370 0.5622 0.7996 0.625
Ye et al. [60] 0.1325 0.5308 0.7994 0.585
Ours 0.1745 0.6604 0.8988 0.421

method with category-guided shape metric learning with a model trained with
multi-view supervision (more than a single view available per object instance).
In this section, we train all models without adversarial regularization or the
viewpoint predictor. We assume the viewpoint is known in this set of experi-
ments. The baseline models are trained using an additional view as supervision.
We follow a similar training process as [41] by randomly sampling a view per
object for each epoch. To empirically determine the value of category labels, we
vary the portion of the data that has multi-view annotations and compare that
to our single-view category guided model. The quantitative results are shown in
Figure 8. As shown in the figure, having access to category labels can roughly
lead to the reconstruction accuracy using 15% to 20% two-view annotation, mea-
sured by Chamfer Distance. Given the availability of category label compared
to multi-view data, we believe that this is a promising finding.

Chamfer Distance w/ Varying Two-view Percentage

—== single view W/ Lmetric
0.46 —— two views w/ diff percent

Chamfer Distance

0 20 40 60 80 100
Two-view Percentage (%)

Fig.8: We evaluate the value of category label in MCSV reconstruction with
camera pose. Under this quantitative evaluation, we show the category label
will lead to similar performance of having access to around 15% to 20% two-
view annotation.
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D Additional Comparison on ShapeNet-13

We additionally compare to Ye et al. [60] on ShapeNet-13. We train Ye et al. in
their category-specific way (13 different models) and the comparison is shown in
Table 6. Our method outperforms Ye et al. significantly, even though the com-
putation/parameters required for the category-specific models are much higher
than ours.

Table 6: Additional comparison measured by CD and F-score on ShapeNet-13.
Methods F-Score@1.01 F-Score@5.01 F-Score@10.01| CDJ
Ye et al. [60] 0.1349 0.5419 0.7777 0.669
Ours 0.2005 0.7168 0.8949 0.430

E Implementation details

In this section, we provide more details about our architecture, loss functions,
training and evaluation.

E.1 Network architecture

Our architecture of image encoder, shape/texture module as well as the differen-
tiable renderer share a similar design to SDF-SRN (28], while shape and texture
modules are made more lightweight for computational efficiency. The image en-
coder and the viewpoint predictor are based on ResNet18 [14]. The hypernetwork
that generates the weights of shape and texture field from latent code is a set
of 6-layer MLPs of hidden dimension 512. Each MLP in this set generates the
weights of a single layer of either shape or texture. The MLP representing fs
also has a 6-layer structure, with first 4 hidden layer 64 neurons and last hidden
layer 32 neurons. The texture MLP has 2 layers, with a hidden dimension of 128.
It is conditioned on the shape embedding following [59]. Note that both shape
and texture MLPs use Positional Encoding [35] to encode input coordinates for
better details. The differentiable renderer we use is from SDF-SRN [28], where
a LSTM [18] learns to perform the ray marching steps. The LSTM predicts a
step length for each rendering step based on local implicit feature as input and
previous steps encoded as hidden state. We follow IDR [59] (equation 7) to ren-
der the extra alpha channel, where we use the negative minimum SDF value
on each ray with Sigmoid to represent the alpha value. In practice, we use the
minimum SDF value from the ray-marcher steps instead of sampling numerous
depths for each ray, and the SDF value is scaled by 30 before Sigmoid to increase
the sharpness of the mask.
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E.2 Loss function

Our overall loss function is a weighted summation of the reconstruction loss,
regularization losses and the losses that facilitate the learning of the renderer
and the shape field as in SDF-SRN [28]:

ﬁtotal = Erecon + )\lﬁmetm'c + A2£gan + >\3£cam + )\4£SDF—SRN (10)

In our experiments, we set A2 = 0.2, A3 = 0.03, As = 1 for all datasets. We use a
A1 of 0.1 for ShapeNet-55 and Pix3D, 0.05 for ShapeNet-13 and 0.03 for Pascal3D+.
Lyrender itself is a weighted summation of several losses as well, we refer to [28] for more
details. Since we render an extra alpha channel, we also use the commonly used soft
IOU loss [29] with coefficient 0.1 to supervise the predicted soft masks with GT masks.

E.3 Training and inference

To train our model, we iterate between the reconstruction step and the adversarial
step. In the reconstruction step, the whole model except the discriminator is updated
to minimize Liotqr- All the regularizations we propose are activated during this step.
In the adversarial step, only the discriminator is updated by maximizing A1 Lgan, with
all other loss disabled. For viewpoint sampling, we follow uniform distributions for
azimuth, with a range of [0°,360°] across all datasets. The elevation is also sampled
uniformly within [20°,40°] on ShapeNet-55. We sample elevation and tilt following
Gaussian distributions on Pascal3D+ and treat mean and standard deviation as hy-
perparameters, similar to [60]. Please see Fig. 9 for the comparison of our prior dis-
tribution and the groundtruth camera distribution.

azimuth gouftnbutlon or elevation distribution tilt distribution
L prior GT 0.12 1
. N pco 0.04 i :
135 45 | prior prior
0.10
0.03
/ \ > 20.08
[ \ ko 3
180t oo Soo02 §0.06
\ | ° °
\ / 0.04
0.01
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225 15°
- 0.00 0.00
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Fig.9: Comparison between our prior camera distribution (green) for training
and the GT (blue) distributions on Pascal3D+.

We use a learning rate of 0.0001 for both steps, and the optimizer is Adam [25]
with 81 = 0, B2 = 0.9 and a batch size of 12. We did not use weight decay, learning
rate scheduling or data augmentations. Our model is trained on a single NVIDIA GTX
TITAN V for 80 epochs, which takes 2-3 days depending on the dataset size. The shape
field is pretrained with the SDF values of a sphere for a better initialization as in SDF-
SRN [28]. During inference, we only keep the image encoder and the shape prediction
module. We implement our method in PyTorch [43] and will release the code upon
publication.
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Fig. 11: Nlustration of limitation with
class imbalance. Our model fails to re-
construct the shape of these rare cate-
gories accurately.

Fig.10: Tllustration of limitation on
concavity modeling. Our model fails to
reconstruct concave regions for these
samples.

E.4 Evaluation details

We use the Marching Cubes algorithm [31] to convert the implicit representation to
meshes prior to computing the metrics. Specifically, we sample SDF values with a 128°
spatial grid and extract the 0-isosurface for marching cubes. We further sample 100000
points from each mesh for calculating the metrics. To align the predicted and GT
shapes under the same canonical space, we transform both shapes to view-centered
frames.

Specifically, when training our models on Pascal3D+ and Pix3D, we assume weak-
perspective cameras, and perform center crop and scaling over the input images. Since
we do not know where the center of each GT shape is located w.r.t. the cropped and
scaled image under a weak perspective camera, we align the meshes by registering shape
predictions to the ground truth using the Iterative Closest Point (ICP) algorithm. This
is in line with prior works such as SDF-SRN [28].

E.5 License

We develop our code based on the code of SDF-SRN 7 under the MIT license. We use
ShapeNetV2 [2], of which the license is specified at https://shapenet.org/terms. We
use Pascal3D+ [55] under a MIT license and Pix3D [46] under a Creative Commons
Attribution 4.0 International License.

F Limitations

We further discuss the limitations of our method in this section with more qualitative
examples. When our model fails to reconstruct accurate shapes for some samples we
observe it is primarily due to 3 reasons: 1) concavity, 2) class imbalance and 3) complex
topology.

7 https://github.com/chenhsuanlin/signed-distance-SRN
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Concavity. As discussed in the experiments, our method cannot model highly concave
shapes such as bowls or hats. The masks for such shapes do not provide any information
that reveals concavity. On the other hand, our method does not have access to explicit
lighting or shading information. These factors make the learning of concavity hard. We
demonstrate this issue in Fig. 10 with examples from ShapeNet-55, including bowls,
bath tubs and trash bins. We think it will be interesting to explore the explicit modeling
of lighting/shading for future works.

Class imbalance. We see a strong class imbalance on ShapeNet-55, where several
classes have 500 samples while some only have 40 samples. Such an imbalance makes
the learning challenging for some categories, as the gradient update within a minibatch
can be dominated by major categories. We illustrate this issue in Fig. 11 by showing
the reconstruction on 3 rare categories. We think it will be interesting to systematically
explore the imbalance issue for shape reconstruction.

Complex topologies. Due to the lack
of 3D or multi-view supervision, it is
still quite challenging to learn accurate ' .
shapes when the topologies are complex.
We illustrate this issue in Fig. 12 by
showing three shelves from ShapeNet-
55. We believe it is still an open prob-
lem to learn accurate shapes for such
examples under the challenging multi-
category, single-view (MCSV) setting E - ' .
without viewpoint supervision.
We hope these limitations are ben- [1;1;‘; RCCOI';;‘::‘C‘CG‘ ‘S‘Ezggs‘\;‘gf? ‘;ﬁjg:s‘\;l‘g‘ff
eficial observations to inform and guide
future research under similar challeng-
ing settings. On the other hand, despite
these limitations, our method can recon-
struct accurate shapes for the majority
of images or categories. We believe this
is a significant step toward fully unsuper-
vised shape learning.

Fig. 12: Illustration of complex topolo-
gies. For samples that have complex
topologies, our model can only recon-
struct a rough global structure.

G Additional Qualitative Results.

In this section, we show more qualitative results of our model on ShapeNet-55 across
various categories, as in Fig. 13, Fig. 14, Fig. 15 and Fig. 16.
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Fig. 13: Additional qualitative results on ShapeNet-55.
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Fig. 15: Additional qualitative results on ShapeNet-55.
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Fig. 16: Additional qualitative results on ShapeNet-55.



